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/Getting all required information for a grid site is complicated \ / Idea to ease administration: Meta-monitoring \

Such a framework should:
 Collect and process all important monitoring information
* Present the current status of a grid site and its services
* Display simple rating / warning system (smiley faces, arrows, ...)

Monitoring information is not clearly arranged, there are:
* Many sources of valuable information

e Different information displays provided by different technologies

Totality of all monitoring systems is uncomfortable to use, you have to: Design properties:

* Manage many browser tabs / windows » Framework has a modular layout:; There is a static core that provides the basic

« Change the settings of the web interfaces (time range, site, ...) functionality for the dedicated tests. The individual tests can be plugged in.
« Decoupling of collecting the information and the actual visualisation

* All information is accessible via a single website, including a history

* Visualisation should provide a smart and quick overview on the monitored service which
Consequences: also allows to identify correlations

* Unnecessary increase of administration effort for a grid site

 Long waiting time until page opens up, often more than 30 seconds

- Difficult to identify correlations : :
 Nearly impossible to get a quick overview on a site’s status for The HappyFace PrOjeCt prowdes such a

non experts, especially if several services at different sites are smart summary of existing information
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dCache Dataset Restore (Lazy)

used disk space

806TB

Total number of stage requests 4274 gites: T2_DE_RWTH, T2 DE_DESY

* ProceSSIng Of the dcaChe Dataset . with status PoolZF ool 0 userj exfc;;ji;g e individual limis f " ) Informatlon abOUt used
H Gquaia of £, parusern irdividual Imiis 1or Dower LUsers .
ReStore Monltor Web page . with status Staging: 4274 unmatched directories d|Sk Space per Usel‘
* Possibility to define thresholds of Stage request with problems 51 exported via xml
Staging requeStS Wlth prOblemS z:z: z:zil\i:zin_ E T2_DE_RWTH T2_DE_DESY Total Usage L The HappyFace mOdUIe
' 21421 GB == 21421 GB .
+ Time limit hit . time limit hit (48:00:00) 2 10995 CB . 10005 oo reads in and processes
. NI  retry limit ht (2) 29 - 5401 GB 540165 these xml files per site
Retry limit hit 4417 GB 80 GB 4497 GB P
« Status waiting 3607 GB - 3607 6B « Plan: Provide certificate
3313 GEB — 3313 GE .
— - 1086 58 ~ 2086 G5 based access to this
Sy e | MmO e 200® - 2633 68 ~ 2633 68 information
CMS PhEDEX Transfer Errors Tramater Evrors 0 T2.DE_DESY (rod) Project kev239:303 : 241108 _ 241168
- Mon, 09. llov 2009, 17:00 - P — 217 GEB 217 B
- Parses the XML provided by the % 2066 GB - 2066 63
failed transfers 3 5 1903 GE — 1903 GB
PhEDEX Server : failed transfers details ” . ) . . - - 1891 GB — 1891 GB
° MOdUIG distinguishes between failad transfers due to destination 0 Infrastructure Batch System PhEDEX - Prodl PhEDEx - Debug dCache new dCache Grid
source, destination, transfer and — z dCache: Status of CMS Write Tape Pools -
unknown error types failed transfers due to unknown reasons 0 _ Mon, 09, Nov 2009, 17:45 Naglos Interface J GEORG-AUGUST—UNIVERS”AT
o Detalled |nf0rmat|0n prOV|ded as fraction of destination errors 0% ; = a—— : o : GOTTINGEN
SUb table fraction of source errors 100% Fools 10 f e ‘3 Naglos Local
fraction of transfer errors 0% o Mon, 09. Nov 2009, 15:30
» Error/warning thresholds are fully - Pools with status warning 0
Conflgurable Fools with status critical 0
Total Space [TE] 104 58 host | service | output
AI‘Ch itecture Free Space [TE] 001 rocks |Processes PROCS WARNING: 330 processes with STATE = RSZDT[
. . . . Used Space [TE] 104 57 . . . . .
« The HappyFace Core provides all basic functionality needed by all _ Summarizes warnings and error messages of Nagios monitoring
tests and oraanises the test execution Precious Space [TE] 233 « Combines advantages of Nagios (lots of modules, including modules from
g Rermovable Space [TE] 8127 EGEE) and HappyFace (lightweight, clear)
« Each test is represented by a module, which can be plugged in Precious Space / Total Space [%] 223 * Communication via ssh

Each module can be activated/arranged in the global configuration
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. . . GridKa SAM CMS Table SAM Test Results
« Core and all modules available on a central subversion repository B v vt
« Development of the modules in Aachen, Goettingen, Hamburg and , dCache: Status of CMS Disk Only Pools - * Summary of the SAM tests
Mon, 09. Hov 2009, 17:45 CE °e2f2k'9rfdka'de for a site
Karlsruhe cE ::Q;Z;dk;de » Supports experiment
« HappyFace used for the monitoring at 5 ATLAS/CMS sites Poots : specific and ops test
Pools with status Wammg 0 SRMv2 | gridka-dCache.fzk.de . Sub tables for Summary Of
| erorwarming results | [ succassful results | test results

The Karlsruhe HappyFace Instance

Cj\ User centric real-time grid job Architecture of the monitoring software
./ 9k Execution Moniter monitorin g for the WLCG The Job Execution Monitor is a distributed application, imple- ;1 gummen [T e
mented in python, consisting of two main parts. One part is run e el
To deal with failures of user jobs on the LHC Computing Grid (LCG), in user space on the grid Ul machine (the machine used to sub- * - S ——
the University of Wuppertal has developed the Job Execution Monifor mit jobs to the grid) and the other part is submitted alongside 2 : ;; S ———— S
(JEM ), providing new possibilities to find problems in largely distributed the user jobs to grid computing elements (CEs). : lllllllll
computing grids and to allow for analyzing these problems in nearly T —— . - Fltiee st
real-time. JEM was developed primarily to aid physicists using the soft- ('ob preparation / submission tool: Gange ™ e p— SRl atne
ware framework Athena to simulate and analyse collision event data of - Gangai:ff._g:atTTd - | T [ e e
the ATLAS detector, one of the four big experiments at the Large Hadron " N — ‘ s —. il == T e e
Collider (LHC) at CERN, Geneva. Erp— N\ y e | |
./ ob Execution Monitok  JEM monitoring functionality P“'*"E“'F“’“““"”S'E)J \ S I S
Data gathered by the Job Execution Monitor includes : | | | o
W I . Detailled execution flow in shell- and python scripts, as e ll To a{'d rﬁ_ze user ’.f'? f‘he m?a!}-*sff of r.m}nfr-:.)rfﬁg data, we developed a fﬂg_ viewer
u ppe rta . . . “ ° | application providing useful functions like color-coding the data, sorting and
well as in compiled binary modules by means of a novel , filtering, browsing of user job memory, call- and dependency-graphs, etc
technology named C-Tracer o —_— v All monitoring data gathered during the job run is transmitted
' EePrEdlc ?Ea:;;egl ent of workir nﬂd.e S;!.Stlfm metrics like 21::?9‘:%?”&"%@ bt ~\ nearly in real-time to the UI machine to allow for direct analy-
v 't al? . b sage, Hetf’;ﬂ‘b tftafftlca 1; usgge, etit?- h JEM script wraoper sis, as well as for post-mortem job failure analysis even if all
- VIONHoHNg © ']: PrOgress. JOb Stdrt=, end- and ,,next phy- and trantmission - of the job's output was discarded by the grid middleware as a
sics event -notifications : :
$ — - result of the failure.
. . . - 1 JEM CTracer h
. Real-time peeking in the job's (stdout/-err) output ( syerem mmrm) - Using JEM, valuable grid resource usage can be optimized:
Using JEM, the user is able to trace problems in Athenas envi- \. . . By aborting, fixing and re-submitting faulty jobs as soon as
ronment setup, helper functions and in the physics analysis an error is discovered, as opposed to after the job finished
itself during the job's execution. For the ease of use, JEM has Submitting a monitored Athena job. JEMs worker node module is run in- execution (possibly after hours of wasted CPU time)

b stead of the Athena-launcher, starting its services, and then spawning g : . .
» + . . : . By finding the reason for jobs hanging / never completing
the user analysis algorithm. At the same time, on the grid user interface,

submittage and management-tool, Ganga. the receiving module of JEM is run, that presents the data to the user. - By discovering the cause of job crashes.

recently been transparently integrated into ATLAS' grid jo
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